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STATA 

 

webuse lutkepohl2 (common file)(dataset) 

 

plot a graph  

graphics -> twoway graph ->create -> select Y variable as ln_consump and X variable as qtr  

->For basic plots, select line ->accept -> ok  

 

Grafik önümüze çıkıyor, smooth olduğu için random walk with a drift and trend’I seç 

 

Statistics -> time series->tests->augmented dickey fuller unit root test->variable is 

ln_consump -> include trend in the regression -> ok  

 

Suppress constant term in the regression = pure random walk  

Include trend in the regression = random walk with drift and trend  

Include drift term in the regression = random walk with drift  

 

If test statistics is more negative than 5% critical value, you reject the null hypothesis 

Null hypothesis = there is unit root  

 

In our example, ln_consump has a unit root bc test statistics is not more negative than 5% 

critical value  

 

If reported test statistics is not negative, do not continue this test  

 

If you choose pure random walk which is a smaller version, most probably reported test 

statistics will be positive  

 

Even if we use random walk with drift and trend, we can get a positive test statistics value, 

the reason for that is seasonality(mevsimsellik)  

 

To solve this problem, you can deseasonalize the data. Or you can use another test.  

Turksat’ta mevsimsellikten arındırılmış data var, onu kullanabiliriz.  

 

Testing the unit root of ln_consump 

Δln_consump(t)= a0+a1*t+ θln_consump(t-1)+u(t) 

 

                 

                            Constant   Trend term(must be added) 

 

 

For this purpose, we need to create/generate trend term in stata 

gen t =_n 

 

data editor(edit)- click on this  

 

D.ln_consump yaparsan delta yapmışsın gibi oluyor, first difference’I alıyor 

D1.ln_consump yaparsan da aynı  



DD.ln_consump = D2.ln_consump  

 

L.ln_consump yaparsak da ilk lagini alıyor 

L2.ln_consump yaparsak ikinci lagini alıyor 

 

HOW TO WRITE REGRESSION IN STATA 
regress dependent variable expl.var1 expl.var2  

 

böyle yazarsak constant otomatik olarak ekleniyor 

 

örnek regress Y X Z yazarsak  

 

Y(t)= β(0)+ β(1)X(t)+ β(2)Z(t)+u(t) 

 

Note: If you don’t want to include constant term, regress Y X Z, no constant  

 

Operators are not case sensitive, but variables are 

 

regress d.ln_consump t L.ln_consump  

 
Yanlış olmasının nedeni stata unit root testing yaptığımızı bilmiyor, sadece regressionla 

ilgileniyor 

 



To carry out autocorrelation test, Breush Godfrey (BG)-LM test 
 
estat bgodfrey  
 

 

Phillips Perron Test (PP) 
This is a DF variant test  
 
Null hypothesis: there is unit root 
Main advantage of this test, you don’t need to add any lags to the auxiliary regression to 
solve autocorrelation. Automatically, PP test uses the AC robust standard errors so that the 
reported tests values become valid even if there is autocorrelation 

 
 

 
 
DF-GLS UNIT ROOT TEST  
 



Advantage: If your data(variable) shows a clear trend, this trend reported as more powerful 
in the literature based on some monte carlo studies about its power.  
 
Go to statistics ->time series ->tests->DF GLS test for a unit root->variable is ln_consump  
Presentle başlayan seçeneği seçiyor olabiliriz 
 

KPSS TEST FOR UNIT ROOT 
 
This is not a DF variant test. Its null hypothesis is “there is no unit root”. Since it is not a DF 
variant test, you do not need to check if the tau statistics is negative. The test statistics of 
KPSS is positive.  
 
Generally, it is advised to report this test together with DF test (or DF variant tests) because 
it is a completely different test. It looks to the situation from a different point of view so 
drawing the same conclusion with this test and, say, DF test is generally accepted a better 
result (more trustable)  
 
Unfortunately, this is not included in the core installation of Stata. You need to install it. This 
is a add-in (ado file) written by a researcher. To install any add-in (ado files) in Stata you 
need to run following commend: SSC install the name of commend  
SSC install KPSS 
 
 kpss ln_consump, qs auto ile run edin dedi  
 
Test statistics is far from the 5% critical value, reject the null hypothesis  
The null hypothesis was there is no unit root, so there is unit root  
 
 

THE ORDER OF INTEGRATION  
 
If you need to take first difference of a variable to remove the unit root in this series, then 
this series is called “series which integrated of first order” and say for any Y(t), it is dusted 
by  
 

                           Y(t)~I(1) 
 
Y(t) has a unit root if you take first difference, it will not have unit root. If taking first 
difference is not enough to remove unit root, you take another difference.  
 
ΔΔY(t) or Δ^2Y(t)  
 
 
Generally, economic variables are expected to be integrated of order 1. In some cases, it 
may be I(2). But never I(3) or more.  
 



Remark: For any variable, without unit root, we don’t need to take any difference.  
 

                 Y(t)~I(0) 
 
Why do we care about the order of integration?  
We care it because to check if there is cointegration (LR relationship in economics)  
If we have 3 variables in the regression, all of them must be same order of integration 
 
For stata, 
 
dfuller ln_consump, trend lags(0) 
this tests only show ln_consump has a unit root  
 
graphics -> two way graph-> we have plot 1, we can edit it, change the Y variable to 
d.ln_consump->accept->ok 
statistics->time series->augmented dickey fuller unit root test->change the Y variable to 
d.ln_consum and click only to suppress constant term in the regression bc pure random 
walk is the best for our situation  
test statistics is more negative than 5%critical value so you reject the null hypothesis so 
there is no unit root in Δln_consump 
 
which means  
 

Δln_consump~I(0) 

ln_consump~I(1) 
 

PP Test 
 
Statistics-> time series ->tests->Phillips Perron unit root test -> change the Y variable to 
d.ln_consum and click only to suppress constant term in the regression 
 
Focus on just the Z(t) column, test statistics is more negative than 5%critical value, reject 
the null hypothesis which means  
 

Δln_consump~I(0) 

ln_consump~I(1) 
 
 

 
DF-GLS 
Go to statistics ->time series ->tests->DF GLS test for a unit root->variable is ln_consump  



Trend yoksa buna bas  
 

 
 
Focus on the 9th row 
 
-1.412 is not more negative than 5%critical value so we do not reject the null hypothesis so 
there is still unit root. Then we need to check ΔΔln_consump for unit root  

 

 
-0.539 is not more negative than 5%critical value so we do not reject the null hypothesis so 
there is still unit root. Then we need to check ΔΔΔln_consump for unit root. But we do 

not do that, theoretically not accepted 
 

KPSS 
 



kpss d.ln_consump, qs auto

 
Test statistics is far from the 5% critical value, reject the null hypothesis  
The null hypothesis was there is no unit root, so there is unit root  
 

 
 



we need to check ΔΔΔln_consump for unit root
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If we multiple X by 8 and add 20, it will be the green line  
 
 

 
If we are convinced that u(t) is really a random term, we can say that this relationship is 
acceptable.  
 
If u(t) is random, something like below is accepted  

 
This is typical I(0) variable plot. I(0) means a variable without unit root.  

 

So test if u(t) has the I(0) pattern, we can use u(t) hat series since u(t) will always be 

unknown.  

 

Summarizing:  

 

1) You need to find I(1) series. (If you need to take 1 difference of a Y(t) series to 

remove its unit root then this series is I(1) series)  
Say X(t) and Y(t) (generally check the economic theory to decide them). You regress 

Y(t) (the variable that the economic theory says that it is dependent) on X(t) variable 

by usual OLS. You save the residuals of this regression  



 
 
The residual will be u(t) hat  

 

Then you test if the u(t) hat has a unit root by using ADF test. If you conclude that 

u(t) hat doesn’t have a unit root which implies that u(t) hat is a I(0) series.  

 

You say that there is a long run equilibrium relationship between X(t) and Y(t), and 

the estimated equation which is below  

 
is this long run equilibrium relationship (in other words, this is the cointegration 

equation) and you can use this equation for policy scenarios.  

 

If you get the idea behind this procedure, you get the intuition behind Engle Granger 

Two Step Cointegration Analysis. 

 

Engle Granger Two Step Cointegration Analysis’s first step bu  

 

The second step is checking if an error correction mechanism (going to a new 

equilibrium after a shock) or not 

 

If this ECM (error correction mechanism) is validated, we trust more on the finding 

that there is a long run relationship(cointegration)  

 

If ECM is not verified, then do not trust to the finding of first step.  

 

 Hoca odtuclass’a iki tane dosya yüklemiş bu derslerin altına, ikisi de aynı  

Onlardan birini indir, stata’yı aç. File -> dosyayı seç  

 

Cointegration analysis between short and long run interest rate in Euro Area  

 

1) Firstly, we need to check if they are integrated of order 1.  

For this purpose, we can use ADFD, PP, KPSS, DF-GLS tests etc. We can also 

use Zivot Andrews test. This test takes into account one possible break in the data. 

For simplicity, we use this test. We need to install Zivot Andrews test, to do that 

write “ssc install zandrews” and run it.  



 
 

zandrews STN, break(both)  

böyle yazınca hata alıyoruz, time variable’ını define etmemiz lazım, elimizde 

sadece quarter data olduğu için şu şekilde define ediyoruz →tsset quarter 

tsset’in anlamı time series set  

 

tekrar commandi yazıyoruz → zandrews STN, break(both) ve çalışıyor 

 

hoca örnek olarak şunu dedi  

gen time= _n yazarsak adı time olan 1den başlayan bir variable yaratıyoruz  

 

 
To reject the null hypothesis, the t-statistic must be more negative then 5%critical 

value.  

Hoca bu şekilde 

kullanmayı önerdi, trim 

önemli değil  



In this case, it is more negative, so we reject the null hypothesis. So, STN series doesn’t have 

a unit root.  

 

Here, we carry out the unit root under structural break (Zivot Andrews). The result of this test 

that STN variable is I(0). Under this conclusion, we cannot continue to do cointegration 

analysis since the variables in EG cointegration analysis must be I(1)  

 

In fact, we used zandrews, just for an application of a unit root test under structural break.  

 

Let us first check if there is really structural break over its time plot.  

 

Graphics → Twoway graph → Create → Basic plots: Line → Y variable = STN, X variable= 

quarter → accept  

 

 
 

This is quite obvious there is unit root in this variable because there is upward and downward 

trends which is stochastic process characteristic and deviations are large which is also result 

of a unit root. Also there is no point that shows there is a structural break.  

Using Zandrews does not seem a good choice here since we do not observe any structural 

breaks. Hence let us switch to ADF, PP, KPSS and DF-GLS test. But we did the applications 

of all these test before so to gain time let us only use PP test.  

 

To use PP test, we need to decide which form of RW series we use. Best choice for RW 

seems to be random walk with drift pattern. (Çünkü plota baktığımızda başladığı yerden 

uzakta bittiğini, aşağı doğru gittiğini ve doğrusal olmayan bir şey olmadığını görüyoruz.) 

 

Statistics → Time Series → Tests → Phillips Perron Unit Root Test  

 



 
 

Biz random walk with drift’i seçtiğimiz için herhangi bir şeye basmıyoruz. Sadece Variable 

olan STN’i seçiyoruz. → Submit  

 

 

 
-1.062 is not more negative than -2.884 so we do not reject the null hypothesis. There is unit 

root.  

 

To decide the order of integration of STN, we need to take its first difference and test it  

 

Graphics → Twoway graph → Edit → as Y variable write d.STN 

 

Pure Random Walk  

Random Walk with Drift and Trend 



 
 

There is no clear trend behavior so to test for ΔSTN, pure random walk seems better.  

 

Statistics → Time Series → Tests → Phillips Perron Unit Root Test → variable d.STN and 

click suppress constant term in regression  

 

 

 
 

-8.245 is more negative than -1.950 so we reject the null hypothesis. There is no unit root.  

STN is I(1) variable 

 

If a series doesn’t have a unit root, we call it I(0) series  

STN is I(1) series  

ΔSTN is I(0)  

 

Let us check if LTN is I(1) as well  

 

Graphics → Twoway graph → Edit → as Y variable write LTN 

 



 
 

Best choice for RW seems to be random walk with drift pattern again.  

 

Statistics → Time Series → Tests → Phillips Perron Unit Root Test → variable LTN and 

don’t click anything for random walk types → submit  

 

 
-0.292 is not more negative than -2.884 so we do not reject the null hypothesis so there is unit 

root  

 

Graphics → Twoway graph → Edit → as Y variable write d.LTN 

 

 



There is no clear trend behavior so to test for ΔSTN, pure random walk seems better.  

 

Statistics → Time Series → Tests → Phillips Perron Unit Root Test → variable d.LTN and 

click suppress constant term in regression  

 

 
 

-7.842 is more negative than -1.950 so we reject the null hypothesis so there is no unit root  

 

ΔLTN doesn’t have a unit root. LTN I(1) variable 

 

Now we validated that both variables are I(1) variables. Now regress LTN on STN (bc theory 

generally says this direction)  and save the residuals.  

 

Command:  

regress LTN STN 

 

to save the residuals we write 

 

predict uhat, resid (after predict you can name anything you want)  

 

before testing for unit root you need to look at its form but since this is OLS residual, always 

you can use pure random walk  

 

Statistics → Time Series → Tests → Augmented Dickey Fuller Unit Root Test  

 

For variable choose uhat and click suppress constant term in regression  

 

 
 

-3.473 is more negative than -1.950 so we reject the null hypothesis so there is no unit root  

 

So we have two I(1) series, we regress one on the other one. We estimated and got the 

residuals. Residuals that obtained from the estimation is I(0). So there is a cointegration.  

However, this values are not correct. We need to look MacKinnon table. 



 

 
 

 

 

-3.473 is more negative than -3.39 so we reject the null hypothesis so there is no unit root  

 

We conclude that there is cointegration between STN and LTN and we estimated regression 

was the cointegration equation.  

 

There is an easier way to do these = egranger ado file  

 

We need to install it, command = ssc install egranger 

 

egranger dependent variable independent variable = egranger LTN STN 

 

 

 

 
regress LTN STN 

 

 
LTN = 2.2 + 0.81*STN  

This is the best 

version 
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COINTEGRATION TEST UNDER STRUCTURAL BREAK  

 

GREGORY HANSEN COINTEGRATION TEST  

 

Recall that we have seen unit root testing under structural break in the last lecture: Zivot-

Andrews  

 

ssc install zandrews 

 

webuse lutkepohl2 for data  

 

to test if ln_consump has unit root, we write → zandrews ln_consump  

 

 
 

Since -2.245 is not more negative than -4.8, we do not reject the null hypothesis. There is unit 

root in ln_consump. This implies that ln_consump is not I(0).  

 

To decide level of integration, we need to take the first difference and test if taking the first 

difference remove the unit root.  

 

zandrews d.ln_consump  

 

 
 

Since -5.220 is more negative than -4.8, we reject the null hypothesis. There is no unit root in 

ln_consump. This implies that ln_consump is I(1).  

 

Now, we will see cointegration test under structural break. (Only 1 break is allowed (this is 

the weakest point of this procedure))  



 

To install Gregory Hansen → ssc install ghansen  

 

To see the syntax of the command, type help ghansen  

 

This test allows us to choose the form of the structural break. To understand it, consider the 

following general form:  

 

Cointegration equation form, model without any break  

 

 
After structural break, the comprehensive version (after a point, β0, β1, β2 changed) can be as 

follows  

 

 

 

 
 

Suppose there is a structural break at t=2015 and your data runs from 1990 till 2020 

 

 

                         1      if t ≥ 2015 

DT= 

                         0      if otherwise 

 

 

 
 

        

 

 

 

 

 

 

 

Dummy 
variables 

If H0: α0 =0 

If Ha: α0 ≠0 

If H0: β0=β2 =0 

If Ha: at least one of 

them is not zero 

If H0: β0=β1 =0 

If Ha: at least one of 

them is not zero 

Hoca bunu 
kullanmamızı 
önerdi 

H0: β0=β1= β2=0 

(There is no structural 

change in any of them) 

Ha: at least one of 

them is not zero(at 

least there is a 

structural change in 

one of them 



Command:  

ghansen ln_consump ln_income, break(regimetrend) lagmethod(aic)  

 

 
 

Za is asymptotic test in order to use that observations must be higher than or near to 90-100. 

Otherwise, use Zt.  

 

-70.10 is more negative than -58.58 so we reject the null hypothesis. Since this is a 

cointegration test, the null hypothesis “there is no cointegration”. Thus, there is cointegration 

between ln_consump and ln_income.  

 

In the above, we said there is cointegration now it is time to estimate cointegration 

regression:  

 

 
 

First, we need to create the dummy variable 

 

 

                         0      if t < 1975q3 

DT= 

1 if otherwise 

 

 

 

command:  

 

gen trend=_n (a trend variable will be added and it would start from 1) 

 

If H0: α0 =0 

If Ha: α0 ≠0 



 
 

In qtr variable, 1975q3 corresponds to 63 for trend variable.  

 

 
 

We will create a dummy variable, it will takes a value of 0 until 63. To do that:  

 

gen D=0 

 

replace D=1 if trend>=63 

 

 

 
 

gen Dln_inc=D*ln_inc 

 

gen Dtrend=D*trend 



We generated all the variables that we need to run the cointegration regression. Let us 

estimate cointegration equation:  

 

 
 

regress ln_consump ln_income trend D Dln_income Dtrend 

 

 

 
 

Unfortunately, if p value is less than 0.05, it is significant  

 

H0: coefficient is zero  

 

These are all insignificant → don’t try to interpret them, do not drop them  

 

ln_inc’in coefficient’ının adı marginal propensity to consume = 0.926 and long run value bc 

it is cointegration value  

 

If Y has a unit root, most probably lnY also has a unit root.  

Taking the difference of lnY is corresponding to growth rate of Y in mathematics  

 

 

 



“3 OTHER COINTEGRATION ESTIMATION METHODS” 

 

When there is cointegration, instead of estimating cointegration equation by OLS, we can 

estimate it by 3 other new estimation methods.  

 

1) FMOLS (Fully Modified OLS) (Hoca bunu kullanmamızı önerdi)  

2) DOLS (Dynamic OLS) 

3) CCR (Canonical Cointegration Regression)  

 

To install them, use the following command:  

 

ssc install cointreg → we will return to this 

 

 

ARIMA MODELLING   

 

If the data has AR(1) form, the best way to forecast it is running this following model:  

 

 

 
 

 
 

How we will decide that AR form is good for forecasting:  

 

- We look for AR signature → a sudden drop in PACF and a very gradual decline in 

ACF (If there is sudden drop in ACF and gradually decline in PACF then it is MA)  

 

After deciding that the best form is the AR from, next is determining its level 

 

To decide the level of AR form, we look to the PACF graph, and count the picks  

To decide the level of MA form, we look to the ACF graph, and count the picks  

 



 
 

There is only one pick so level is AR(1)  

 

We also need to determine order of integration 

 

For our example, the series is I(1)  
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So we already determined that the ln_consump, ln_inc and ln_inv series are I(1) 

 

If you have I(1) series, you must check if there is cointegration. If there is no 

cointegration, then by simply using their first differences we can run a VAR mode. If 

there is cointegration we need to run a cointegration system estimation: this can be 

VECM(Vector Error Correction Model- this is also known as Johansen Procedure, or 

FMOLS (Fully Modified OLS), DOLS (Dynamic OLS), CCR(Canonical Cointegration 

Regression) and at least Engle Granger.  

 

Today we will not enter to the estimation of cointegration. Today we will assume that 

there is no cointegration and we procedure by taking their differences and estimating a 

VAR. 

 

Let us first determine the optimal lag length of a VAR system.  

 

Statistics → multivariate time series → VAR diagnostic and tests → Lag order selection 

statistics (preestimation)  

 

Order of dependent variables are important (en sondaki her şeyin etkilediği olacak)  

 

I(0) hallerini kullanmamız gerektiği için önlerine d koyduk  

 

1.5-2 seneyi kapsaması için maximum lag order’ı 8 yaptık  

 

 



 
 

 
 

AIC için lag order 2 (yıldızlı olanlara bakıyoruz)  

0’dan fazla olan laglere bakıyoruz  

 

If your sample size <50, use SBIC 

 

Tabloda en fazla yıldız olan lag hangisi ise onu seç, VAR için lag 0 anlamsız onu seçme  

 

LR aslında daha güçlü, tek başına olsa bile (tek yıldız var) eğer autocorrelation varsa 

bunu seçeceğiz şimdilik 2 seçiyoruz.  

 

Kullanmak zorunda 

değiliz ama hoca 

kullanmanız güzel 

olur dedi.  



Now er estimate the VAR System  

 

Statistic → multivariate time series → Basic VAR  

 

Enter the same order for dependent variables  

 

Lag length is asked → 2  

 

 

 

 
 

 

This determines the 

shape, doesn’t change 

anything  



 

All of them needs to converge to zero.  

 

Hoca kaydı açmayı unutmuş buradan başlıyor.  

 

 
 

 
 

All the roots(dots) lie within the unit circle so there is no problem with stability of the 

VAR system  

 

 

 



To check autocorrelation  

 

Statistics → Multivariate time series → VAR diagnostics and tests → LM test for 

residual autocorrelation  

 

If there is autocorrelation we need to increase lag length  

 

Maximum order of autocorrelation → 8 

 

 
Here none of them needs to be less than 0.005  

 

Null hypothesis: there is no AR(1) type of autocorrelation  

 

Since all of them are higher than 0.05, we do not observe any  

autocorrelation in the VAR system, so autocorrelation condition is met.  

 

If there is autocorrelation, we increase the lag length as 8 because of  

this table 

Prob > 0.05  

You do not reject the 

null hypothesis  

 

So there is no AR(1) 

type of autocorrelation  

This is the autocorrelation 

 

Prob > 0.05  

You do not reject the 

null hypothesis  

 

So there is no AR(3) 

type of autocorrelation  



 
 

Now we test normality, but if the IRFs converge to zero, if there is no autocorrelation and 

if the stability condition is met (as in this example) even if normality test fails it may not 

be integrated as a big problem 

 

Statistics → multivariate time series → VAR diagnostics and tests → test for normality 

distributed disturbances  

Sadece Jarque-Bera’yı kullan  

 

 

 
If any of them is less than 0.05, there is a problem.  

 

But don’t bother so much  

The residual of the 1st 

equation does not 

have a normal 

distribution so there is 

problem 



So according to the result of these tests, we do not observe any big problem with the 

current VAR estimation. Then we can use it for a Granger causality analysis  

 

Statistics → multivariate time series → VAR diagnostics and tests → Granger Causality 

Test  

         
 

 
 

 
 

In conclude that, ∆ln_inv is the granger cause of ∆ln_inc  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Prob value of the 

following test  

H0: α3= α4=0  

Ha: at least one of 

them is nonzero  

Prob value of the 

following test  

H0: α5= α6=0  

Ha: at least one of 

them is nonzero  

0.044 < 0.05 so we reject the 

null hypothesis so α3 and α4 

are not zero so they are 

important  

Ikisi de 0.05’ten büyük 

çıkarsa ne ∆ln_inv ne de 

∆ln_consump, 

∆ln_inc’ın granger 

cause’u değil ama eğer 

all 0.05’ten küçükse bu 

demek oluyor ki ∆ln_inv 

ve ∆ln_consump beraber 

değiştiğinde ∆ln_inc’ın 

granger cause’u oluyor 



 

 

 

 
tyy 

 

 

 
 

∆ln_inc is the granger cause of ∆ln_consump 

∆ln_inv is not the granger cause of ∆ln_consump 

If ∆ln_inv and ∆ln_inc changes together, they are the granger cause of ∆ln_consump 

 

 

Error Correction Model  

 

In fact, the basis of Error Correction Model is in Nerlove’s Partial Adjustment Model 

(PAM)  

 

If there is a long run relationship between say X and Y, then the following equation 

expected to work to restore the distorted equilibrium.  

 

 

 
PAM in its simplest form 

 

 
 

 

 
 

 

Prob value of the 

following test  

H0: c1= c2=0  

Ha: at least one of 

them is nonzero  

0.00 < 0.05 so we reject the 

null hypothesis so c1 and c2 

are not zero so they are 

important  



Her şeyi aynı anda değiştirirsek ne neden oldu anlayamayacağımız için x’I sabit kabul 

ediyoruz. ΔX=0 bu yüzden 

 

ΔY’nin -5 olması için λ=-1’e eşit olması lazım. Λ=-1’e eşitse system goes back to 

equilibrium in one period.  

 

What would happen if λ=-0.2? 

 

ΔY=-0.2*(15-10) = -1 This means that in next period Y will decrease by 1 unit so it will 

be 14. 

 

ΔY=-0.2*(14-10) = -0.8 So in the second period, Y will decline by 0.8 so now value will 

be 13.2 ….. so it will never completely return to its equilibrium value. (But you can 

calculate the time say %99 of the deviation from equilibrium) 

 

So λ is very important for the speed of adjustment, 

 λ =-1 → The deviation from equilibrium is restored completely in 1st period (100% of the 

deviation from equilibrium is restored in only 1 period.)  

 

 λ= -0.2 → 20% of the deviation from equilibrium is restored in every period. 

 

 
  

Conclusion: If there is a stable equilibrium relationship (cointegration) the λ in this regression 

cannot take a positive value.  

 

For a healthy stable equilibrium relationship, we need that λ lies between -1 and 0.  

 

-1 < λ <0 → range of λ for a healthy estimate of LR relationship  

 

After 1980s with the invention of cointegration analysis the expression within the parenthesis  

 
is proved to be written as the residual of the cointegration equation t time t-1  

 

 



 
 

This equation can be easily estimated, and we can check if λ lies between -1 and 0.  

 

For cointegration, all variables must be I(1) so ΔY~I(0), ΔX~I(0) 

 

In Engle-Granger test, we tested if the residuals are I(0). So if there is cointegration  

 

 
 

So in the existence of cointegration, this ECM can be estimated by OLS since all the terms 

are I(0). We will estimate it and we will test if λ is negative or not.  

 

ECM Steps  

 

1)Estimate ECM:  

 
2) 

 

  
Carry out a t-test to check it. If you confirm that λ<0, then you say that Error Correction 

Mechanism is working → This implies that the LR relationship is working. In addition, the 

estimated value of λ, gives us the speed of adjustment.  

 

Regress ln_consump ln_inc 

 
 

We need to save the residuals of this regression 



predict ourresidual, resid 

 

regress d.ln_consump d.ln_inc L.ourresidual, noconstant  

 

L→ bir gecikmesini al demek  

 

 
 

It must be less than 0.05  

Null hypothesis: Lambda hat = 0   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



VECTOR ERROR CORRECTION MODEL (VECM)  

 

This is also known as Johansen Procedure (Cointegration Analysis). This is very similar to 

the VAR modeling. 

 

Refreshment: A VAR(2) system for 3 variables  

 
 

If all of them are not I(0), i.e. if all of them I(1), thus there we can carry out a cointegration 

analysis in multivariate level.  

 

If there is cointegration between variables of the system (here X, Y and Z), then the 

following form can be estimated. You take the difference of all equations. Then it will be 

VAR(1).  

 
 

 

 

REMARK: 

If there is cointegration  

 
 

 

 

 

 
 

But there can be more than one cointegration relationship in a multi equation system. In other 

words, apart from Coint 1 equation, there can be another cointegration equation such as  

Error Correction 

Term if there is 

cointegration we 

add these terms. 

And the equation 

becomes VECM  

If there are only 

green ones, it is 

VAR 

If there is no 

cointegration, red terms 

are not necessary 



 
 

In this case, two different error correction mechanism expected to run.  

 

Two LR relationship (Two cointegration relation) → implies → Two Error Correction 

Mechanism to work  

 

How can we add this addition cointegration relationship (Coint 2) into the multiequation 

system?  

 

 
 

 

 

 

 

 

 

 

Let’s say Y is inflation, X is current account deficit and Z is exchange rate.  

 

Coint 1 

 

 

 
 

This long run relationship says that the inflation is a function of CAD and exchange rate in 

the long run.  

 

Coint 2 

 
 

This LR relationship says that there is also another LR relationship for this country in this 

form: CAD is a function of exchange rate in the long run.  

 

It is possible → Theoretically it is!! 

 

It is main advantage and its main complicity of a VECM estimation.  

Error correction 

terms for second 
cointegration 

relationship 

Error correction 
terms for first 

cointegration 
relationship 

The signs of λ X and λZ must be 

analyzed particularly  

 

-1<λY <0 



 

For simplicity, we continue with only 1 cointegration relationship. Now let us determine the 

expected signs of the λx and λz. 

 
 

Suppose that Coint 1 relationship is as follows  

 

 
 

X has a positive and Z has a negative impact on Y in the long run. How can we determine the 

signs of λx and λz?  

 

In the long run, we can write this equation without error term

 
 

We put everything on the left-hand side and make equal to the zero.  

 

 
 

If Yt increases, left hand size will be positive, so in order to go to the equality Y should 

decrease delta Y should be negative and λY <0  

 

If Yt increases, we need to increase the Xt to make it equal to 0. (Nötrlüğü korumaya 

çalışıyoruz. Delta Xt >0, λx>0  

 

If Yt increases, we need to decrease the Zt to make it equal to 0. (Nötrlüğü korumaya 

çalışıyoruz. Delta Zt <0, λz<0  

 

Üçünün (λy, λx, λz) birden çalışmasına gerek yok, biri çalışırsa eşitliği sağlayabilir.  

 

 
Stata Application 

 



Steps of VECM analysis  

 

1)All the variables must be I(1) [This must be checked] 

 

2)You determine the optimal lag length of VECM system 

 

3)Carry out the Johansen cointegration test and determine of number of cointegration 

relationships 

 

Since this algorithm allows us to work with more than 1 cointegration, we must check what is 

the number of cointegration relationship. This is reported with the name of “rank”. If rank is 

zero, there is no cointegration. If rank is 1, there is one cointegration.  

 

To determine the rank of the VECM system, two tests are proposed by Johansen  

 

1)Trace Test                           more powerful  

2)Max Eigenvalue Test  

 

4)Estimate the VECM system and check if at least one of the error correction terms is in the 

expected range  

 
And statistically significant (its t value is larger than 2 in absolute value or the prob values of 

the reported lambda terms must be less than 0.05 to be significant) 

 

If at least one of the lambda terms is within the expected range and significant, be happy ☺  

 

You can use this model for economic analysis and even for forecasting.  

 

Webuse lutkepoh12  

 

For our example 



 

Dependent variable → ln_inc ln_inv ln_consump  

 

(en güçlü olan en sona yazılacak)  

 

Maximum lag order →8 

 

Do not suppress constant term  

 

 

 
 

If you have small sample size, use SBIC 

If your sample size is large enough, choose AIC  

 

For the system, optimal lag length is 3. Now let us determine the rank (number of 

cointegration relationship)  

 



 
 

Dependent variable → ln_inc ln_inv ln_consump  

 

 
 

Lag sayısını yazarken burada VAR için soruyor o yüzden her zaman 1 fazlasını yazacağız 

çünkü VECM bir lag eksik yazıyor. Optimal lag length 3tü bir fazlasını yazdığımız için 4 

yazdık. 

 



 
0 rank = there is no cointegration  

 

Null hypothesis: There is no cointegration  

 

Trace statistics > critical value → reject the null hypothesis  

 

1 rank= at least 1 cointegration  

 

Trace statistics < critical value 

 

Stop here, there is 1 cointegration  

 

 
 



Dependent variable → ln_inc ln_inv ln_consump  

 

(asla fark almıyoruz)  

 

 
 

 
 

 

 

Error 

correction 

parameter 



 
 

 

 

 

 
 



Here we did the opposite form but it is not important, in fact, this form reveals that a positive 

LR relationship between 

 
 

You found that there is error correction mechanism working to restore the LR relationship  

 

So this estimation is not bad, it can be used for economic analysis 

 

 

 

To graph ACF and PACF 

statada "ac variablename" ve "pac variablename" şeklinde komut girince çiziyordu ACF ve 

PACF grafiklerini 


