
 
 

     10.03.2023 
1st Lecture 

Johansen Procedure (VECM Estimation)  
 
 
VAR Models (Vector Autoregressive Models)  
 
A VAR(2) model for 3 variables (X, Y, Z) is written as follows  

 
 
Remark: All the variables entering to the VAR system (X, Y, Z) must be I(0). [There is no 
unit root]  
 

- If any variable among X, Y and Z has unit root, we cannot use VAR modeling.  
 

- For this purpose, we need to check if the variables have unit root or not: ADF test, PP 
test, KPSS test, DF-GLS test, Zivot Andrews and Kapetanous Test can be used for 
this purpose. 

 
- On the other hand, if all the variables have unit root, in other words if all the variables 

are I(1) then we can check if there is cointegration (existing of long term equilibrium 
relationship between variables) between these variables. This test is done by Johansen 
Test of Cointegration. For this purpose, we can use Trace Test (most powerful) and 
Maximum Eigenvalue Test (less powerful)  

 
- If cointegration is detected, then we can estimate a Vector Error Correction Model 

(VECM). All these applications can be done in Stata.  
 

- After the estimation of VECM, we will check if any error correction mechanism is 
working à if it is not, then we conclude that there is no trustable cointegration. In this 
case, VECM cannot be reported. Instead, we can convert I(1) series into I(0) series by 
taking their 1st differences (i.e using ΔX, ΔY, ΔZ instead of X, Y and Z) and then 
with these series (ΔX, ΔY, ΔZ) we can run a VAR system estimation.  

 
VECM form of the VAR(2) system given above 
 
Remark: If the VAR system has a m lag as optimum, the corresponding VECM system will 
have m-1 lags as optimum.  
 
Suppose that there is following cointegration relationship between X, Y and Z  
 

 
Error term of 
cointegration 
equation  
 



 
 

 
 
Intercept term is generally dropped, but the addition of the intercept term facilitates a good 
estimation.  
 
 

 
 

 
 
 
Here the signs of the error correction terms are important because they must be in the same 
with the cointegration. In other words, the coefficients of cointegration equation imposes 
some conditions on these adjustment coefficients (error correction terms)  
 
Remark: If there is really cointegration at least one of the error correction terms must be 
significant and must have the expected sign. Otherwise, we cannot talk about or trust any 
cointegration relationship.  
 
Therefore, the required sign of the coefficients must be understood after the estimation of 
cointegration equation. How will we do that?  
 
Example: Suppose that the cointegration equation is as follows  
 

 
 
How can we obtain the requirements of the error correction coefficients?  
 
We can also write in terms of Yt : 



 
 

 
 

In equilibrium situation there will not be any deviation from equilibrium so  will be 
zero. Hence, for LR equilibrium form we can write as  
 

 
 
 
Suppose that there is a deviation from equilibrium in which Yt is now above its equilibrium 
value Y*  

 
To go back to equilibrium, Yt must decline à ΔYt <0  
 
Ec term for ΔYt equation must be negative.  
 
Yt is the dependent variable of the cointegration equation. That is why always its coefficient 
is 1. Therefore, it is always positive and must go back equilibrium. ΔYt must be negative. 
This says that λy must be negative. 
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We will carry out a Johansen VECM Analysis in Stata 
Before starting Johansen Procedure, we be sure that all the variables entering the Johansen 
Analysis are I(1), which means that the variables must have unit root. For this purpose we 
can use the Zivot Andrews Test.  
 
This is a variant of ADF test which is developed to take into the account one possible 
structural chance in the series.  
 
Steps:  
 

• ssc install zandrews 
 

• zandrews LTN, break(both)  
 



 
 

 
 

- t-statistic is -4.240 and critical value is -5.08 
- t-statistic is not more negative than the 5% critical value, so we do not reject null 

hypothesis 
- Null hypothesis: There is unit root in LTN series 
- So, we conclude that there is unit root in LTN. 

 
Now we will check if ΔLTN has unit root. If it does not have unit root, this means that taking 
the first difference remove the unit root which implies that LTN is I(1).  
 

• zandrews D.LTN, break(both)  
 

 
 

- t-statistic is more negative than the 5% critical value. ΔLTN doen not have unit 
root. We reject the null hypothesis. LTN is I(1).  

 
 
• zandrews STN, break(both)  

 
 

 



 
 

- t-statistic is more negative than 5% critical value. We reject the null hypothesis. 
STN does not have unit root. STN is I(0).  If STN is I(0), we cannot use Johansen 
VECM procedure. Therefore now we assume that STN is I(1) not I(0). Already, 
the other test may point out that it is I(1). Also Zivot Andrews test for say 10% is 
also saying that there is unit root. To be able to continue the application let us 
assume it is I(1).  

 
 

• zandrews URX, break(both)  
 

 
 
t-statistics are not more negative than critical value, so we do not reject the null hypothesis. 
So URX has unit root.  
 

• zandrews D.URX, break(both)  
 

 
 
t-statistic is more negative than critical value, so URX is I(1) 
 
Remark: All the variables entering into the VECM must be I(1) 
 
Now let us determine the optimum lag length of the corresponding VAR system.  
 
Statistics à Multivariate time series à VAR diagnostics and tests à Lag-order 
selection statistics (preestimation)  
 



 
 

 
 

 
 

Which one has more stars, choose that one.  
• Thus, we select optimal lag length as 3 for the corresponding VAR model.  

 
Statistics à Multivariate time series à Cointegrating rank of a VECM  
 
If the rank is 0, there is no cointegration. If the rank is 1, there is 1 cointegration… 
 
 
 



 
 

 
 

 
 
 
If you find 3 cointegration in a model with 3 variables, it means all of the variables are I(0).  
 
For rank 0: Trace statistic is far beyond critical value so reject the null hypothesis.  
For rank 1: Trace statistic is less than critical so do not reject the null hypothesis.  
 
Conclusion: There is 1 cointegration relationship 
 
If you find a cointegration, stop there.  
 
Now we can estimate the VECM. 
 
Statistics à Multivariate time series à Vector error correction model (VECM) 
 

0 cointegration 

1 cointegration 

2 cointegration 

3 cointegration 



 
 

 
 

 
The VECM here is as follows 
 
Suppose that the cointegration equation is like:  
 
   

 
 

 
 
VECM is 1 lag less.  
 

Error term of 
cointegration 

This coefficient is expected to be negative between -1 
and 0 and must be significant  

<0.95 à reject H0 that this is 
zero (so it is significant) 

Since it is 
significant, LTN 
can restore the 
distorted 
equilibrium 



 
 

VECM Equations: 

 
 
 
 

 
 
 
In the cointegration relationship, which variable is in the left-hand side, the adjustment 
coefficient of that variable should be negative 
 

 
 
To determine λSTN we need to go and check the cointegration regression.  
 

 
 
Or  
 

 
 
If LTNt is increasing, STNt must increase because the coefficient is negative (-0.86) to 
neutralize the equation. That’s why λSTN must be positive. 
 

Adjustment coefficient of LTN 

Adjustment coefficient of STN 



 
 

 
 

• If it is significant STN can correct the system.  
 

 
 
 
 
 
To determine the adjustment coefficient of URX 
 
 
 

 
 
To determine λURX we need to go and check the cointegration regression.  
 

 

As we determined above, its sign is 
positive and between 1 and 0 and its 
prob<0.05 so it is significant 

Adjustment coefficient of URX 



 
 

 
Or  
 

 
 
If LTNt is increasing, URXt must decline because the coefficient is negative (3.45) to 
neutralize the equation. That’s why λURX  must be negative. 
 

 
 
 
URX is not significant in cointegration equation but the adjustment of URX is significantà 
we can think in a Keynesian way such as short tun Phillips curve: it was saying that 
unemployment is negatively related with inflation.  
 
URX is increasing à INF is declining so LRT is declining  
 
We will adopt this explanation but this analysis in fact (This negative relationship) is a short 
analysis. Cointegration is a long run analysis that is why some can have criticism about this 
explanation. But this can be done.  
 
The other statistical/econometric solution is to correct the inconsistence by chancing model 
structure.  
 
There is a theoretical problem in the model. Possible solutions:  
 

1) Check its significance if it is not significant à do not bother 
2) If it is significant, àtry other models 

 
Check significance  
 

As we determined above, its sign is 
negative and between -1 and 0 and it 
is significant 



 
 

 
The estimated coefficient of URX is not significant. That is why we can ignore it. But the 
adjustment coefficient u hat not theory consistent so we need to drop it.  
 
To do that, we need to impose a restriction on the adjustment coefficient of URX.  
 
Now we will see how we can impose some restrictions within the VECM estimation. 
Basically, two types of restrictions case imposed:  
 

1) Constraint on cointegration equation (command: bconstaints)  
2) Constraint on adjustment coefficients (command: aconstaints)  

 
Now let us restrict that λURX  zero. Aşağıdakiler sadece tanımlamak için: 
 
 

 
 
URX’in adjusted coefficienti istediğimiz işarette değil, 0 olsun istiyoruz. Bunu yazmak için: 
 

• vec LTN STN URX, trend(constant) lag(3) aconstraints(5/5) 
 
We will run this command, but VECM system must be identified this is a mathematical 
matter. In some cases, the restrictions may cause the unidentification of the system, then the 
model may not be estimated as we wanted. In this case, the other options of cointegration can 
be tried. 
 
Steps:  
 
constraint 1 [_ce1]LTN = 1 
constraint 2 [_ce1]STN = -1 

D_LTN’de adjustment 
coefficient 0 olsun demek 

aconstraints 



 
 

 
* IMPOSE CONSTRAINTS ON ALPHA 
constraint 3 [D_LTN]L._ce1 = 0 
constraint 4 [D_STN]L._ce1 = 0 
constraint 5 [D_URX]L._ce1 = 0 
 
vec LTN STN URX, trend(constant) lag(3) aconstraints(5/5) 
 
 

 
 
The system became underidentified. Therefore, we did not get what we wanted. We can try 
other functional forms.  
 
We can change trend(constant) command and try again 
 
 
vec LTN STN URX, trend(trend) lag(3) aconstraints(5/5) à most elastic version 
 
 

 
 



 
 

 
 
So, we cannot convert the model into an identified one, hence we need to interpret the 
equation as it is.  
 
Due to mathematical reasons we need to put more restrictions on cointegration equation as 
well. We need also use bconstaints command as well together with aconstraints.  
 
Think like that LTN-STN= 0.5 , this difference is known as spread in finance: in this 
equation, the spread is 0.5 
 
LTN-STN=0.5 à LTN-STN-0.5=0 
 
 

 
 
 
 
 
 
 

İf we impose that this is -1 
 
LTN-STN+μURX-cons=0 

LTN-STN=cons-μURX 
 
 
Spread  



 
 

Do not confuse here. We want to find an explanation for a constraint that we will impose. All 
those things are said to explain why we can impose a restriction for the coefficient of STN (as 
-1) 
 
Bu nedenle aşağıdaki command’i yazmamız lazım 
  

• vec LTN STN URX, trend(constant) lag(3) aconstraints(5/5) bconstraint(2/2) 
 
 

 
Now we got another problem. We want to have LTN-STN  
Now new coefficient is 1.204716 
 
Then we need to impose another constraint on LTN as a coefficient of 1.  
 
So, the command will be 
 

• vec LTN STN URX, trend(constant) lag(3) aconstraints(5/5) bconstraint(1/2) 

 
 
 
 

 



 
 

LTN-STN-17.11URX+0.322=0 OR LTN-STN=17.11URX-0.32 
 
 
 
1 birim işsizlik arttığında 17 birim faiz oranı artacak anlamına geliyor 
 
Now let us check the VECM equation and check their adjustment coefficients 
 

-1<λLTN<0 
 0<λSTN<1 

 
At least one of these coefficients must be within the expected range and must be significant. 
If it is not the case, this implies that we cannot see any equilibrium restoration dynamic 
within the system. This is not compatible with the idea of stable equilibrium.  
 

 
 
λLTN is not significant anymore because prob value >0.05 

 
 



 
 

So we conclude that there is cointegration relationship between LTN, STN and URX as  

 
 
This relationship implies that LTN-STN=-0.3+17.1URX 
 
Spreadt =-0.3+17.1URX àLR relationship 
 
λLTN is not significant à This means that long run interest rate does not restore the distorted 
equilibrium.  
 
 ΛSTN is significantà This means that shot run interest rate adjust to restore the equilibrium 
of the form like that. 
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3rd Lecture 

Pesaran Bounds Test 
 
In the cointegration situation all the variables must be cointegrated in the same 
order. They all must be cointegrated in the order 1. All variables must be I(1) 
 
This technique allows us to test if there is cointegration when some of the 
variables are I(0) and I(1).   
 
White root tests are used: ADF Test, Phillips Perron, DF-GLS. These tests are 
ADF variant tests (H0: There is unit root in the series)  
 
KPSS (H0: There is no unit root in the series)  
 
Rule: If the prob value is less than 0.05, reject the null hypothesis. 
 
There is not any preinstalled command in Stata for Bound test, we need to 
install it. There are several packages but we will focus on one of them: ARDL  



 
 

Steps:  
 

1. ssc install ardl (adoupdate ardl, update à to reinstall)  
2. webuse lutkepohl2 
 
 
ARDL: Autoregressive Distributed Lag 
 
ARDL(m1, r1, r2) à m: lag length at dependent variable 
 
r1, r2 : lag lengths at explanatory variables 
 
ARDL (1,0,2) à 1: soldaki değişken yani dependent variable’ın 1 gecikmesi 
olduğunu gösteriyor 
 
0,2 yazması 2 tane explanatory variable olduğu, ilk explanatory variable’ın 0 
gecikmesi diğerinin de 2 gecikmesi olduğu anlamına geliyor.  
 

 
Steps:  
 

1. Selection of the ARDL specification  
2. ardl ln_inv ln_inc ln_consump  

 

 
 
Burada bize en iyi specification’un (1,0,2) olduğunu gösterdi 
 



 
 

 
 
Lag length’i bulmuş olduk.  
 

 
 
Yukardaki gibi kısıtlamalar koyabiliriz. Nokta koymak lag length için 
programın seçmesini söylemek anlamına geliyor. Eğer sayı koyarsak o sayıdaki 
leg lengthe baksın diyoruz.  
 
Error correction’ı bulmak için de aşağıdaki komut kullanılıyor:  
 

 
 
ardl ln_inv ln_inc ln_consump, ec 
 
 



 
 

 
 
Yukardaki kutucuklarda yazdığım conditionlar satisfy olduğu için cointegrated 
olduğunu bulduk.  
 
Cointegration equation: 

 
 
1% increase in consumption increases investment by 3.805 à bu yorumlar 
aslında doğru değil çünkü 
 
Bunun nedeni de veri setinin küçük olması 
 
Error Correction Model 
 
If there is cointegration (long run relationship) between Y, X and Z we can 
write as follows 
 
 

P değeri 
0.05’ten 
küçük yani 
significant 

Adjustment 
coefficent 
 

Engle Granger’da adjustment coefficent 0 ile -1 arasında,  
Bizim değerimiz de bu aralıkta 

Cointegration 
equation 
 

P değeri 
0.05’ten 
büyük yani 
significant 
değil. 

FCM Model 
 
No 
interpretation 
 



 
 

 

 
 
 

          
X ve Z’yi sabit tuttuğumuzda ΔX ve ΔZ sıfıra eşit olacak: 
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net install ardl, from(http://www.kripfganz.de/stata/) 
 
adoupdate ardl, update 
 
This test allows us to test for cointegration for a mixture of I(1) and I(0) series. 
(Warning: none of the variables can be I(2)) 
 

• First, we determine the order of ARDL specification. 

If the lambda takes the value of -1, this equation says that if there is a deviation in the long run 
equilibrium by 20 units, this deviation will be restored.  
 
  



 
 

 
 
To run bounds test, previously we need to determine ARDL specification. 
Fortunately, ARDL package of stata, does this for us.  
 

• webuse lutkepohl2 
 

• ardl ln_inv ln_inc ln_consump 
 

 
 
Here we must check if there is autocorrelation, heteroskedasticity, ARCH 
effect, reset test problem etc. 
 
(Otokorelasyon vb varsa bunu kullanma)  
 
This command suggests a specification for ARDL model, but you must keep in 
mind that this is valid if there is not any major problems in this model. (Major 



 
 

problems: AC, HC, ARCH, reset test (test for omitted variable situation) 
normality)  
 
However, for the time being let us assume that there is no such a problem and 
directly show how we can run the cointegration test of Pesaran (Bounds Test)  
 

 
 
Bounds Test’te, nokta değil bir aralık var

 
 

Inconclusive 
 

Do not reject H0 

Reject 
H0 



 
 

Let us carry out the test:  
 

• ardl ln_inv ln_inc ln_consump, ec à auxiliary test 
 
 

 
 

• estat ectest 
 

 
 



 
 

F-test is the main test. If you conclude that there is cointegration, this is very 
important finding, but it is not sufficient. You need to check also t-test.  
 
For F-test: (for 5%)  
 
H0 : There is no cointegration 
 
 

 
 
It is in inconclusive region. F-test is not giving any conclusion.  
 
For 1% 
 

 
Warning: If F-test says there is no cointegration, you stop here. You conclude 
that there is no cointegration. But if the F-test says that there is cointegration, 
the t-test must also be checked, and it must support there is cointegration. If t-
test doesn’t support that there is cointegration, the conclusion of F-test must be 
interpreted as untrustable.  



 
 

 
 
 
The reported t-value is in fact the t value of the adjustment coefficient of the EC 
model. So basically t-test is checking if the EC mechanism is working or not for 
the equilibrium. (if any)  
 
If the EC mechanism does not work, we cannot trust the equilibrium finding of 
the F-test.  
 
Up to now, we implicitly assume that the ARDL specification suggested by 
ARDL package of stata can be used. (In other words, this specification is 
assumed that there is no autocorrelation, no heteroscedasticity [at least], no 
ARCH, no reset test failure, no non-normality)  
 
Now let us go back and check if there is any autocorrelation and or 
heteroscedasticity problem in the suggested ARDL specification.  
 
ARDL (1,0,2)  
 
For this purpose, let us rerun the model and check the AC, HC and other 
diagnostic.  
 

• ardl ln_inv ln_inc ln_consump, ec 
 

 



 
 

• estat bgodfrey 
 

 
 
Prob value < 0.05 but very close 
 
Reject H0 à There is AC problem at 5% value of significance (but with a very 
close value)  
 

• estat hettest  
 

 
 
Prob value < 0.05  
 
H0 : No heteroscedasticity  
 
Reject H0 à There is HC problem  
 
This model cannot be used with these problems. However, to see the other test, 
let us carry out them as well)  
 

• estat archlm  
 



 
 

 
 
Prob value < 0.05  
 
H0 : No ARCH effects  
 
Reject H0 à There is ARCH problem  
 

• estat ovtest à Reset Test (omitted variable test)  
 

 
 
H0 : Model has no omitted variables 
 
Prob value > 0.05 à do not rejected  
 
But if there is AC and HC, this test is not valid, not trustable 
 

è Now let us try to fix the model 
 
(Teorik olarak gecikme koyarak her zaman AC çözülür. Pratikte bunun tek 
istisnası mevsimsellik olması)  
 
For this purpose let us try a time span of around 1,5 year (approximately 6 lags)  
 

• ardl ln_inv ln_inc ln_consump, lags(6 6 6) 
 



 
 

 
 

 
 
 
 
 
 
 



 
 

• estat bgodfrey 
 

 
 
Prob value < 0.05  
 
Reject H0 à There is AC problem (even worse situation)  
 
Let’s try with 8 lags  
 

• ardl ln_inv ln_inc ln_consump, lags(8 8 8) 
• estat bgodfrey 

 

 
 
 

Prob value > 0.05  
 
Do not reject H0 à There is not AC problem  
 

• estat hettest  



 
 

 
 
Prob value < 0.05  
 
So there is a problem, let us try imtest (White test variant) 
 

• estat imtest  
 

 
 
Let us adopt this conclusion and continue…  
 

è Now our aim is to decrease the lag length as much as possible 
 
Lag of dependent variable is much more important usually. The other lags can 
be easily smaller in most of the cases.  
 

>0.05  
No HC is 
detected  



 
 

Let us jump to ARDL(8,0,2)  
 

• ardl ln_inv ln_inc ln_consump, lags(8 0 2) 
 

 
 

• estat bgodfrey à Prob >0.05’ten büyük sorun yok 
 

 
 

• estat imtest à Prob >0.05’ten büyük sorun yok 

 
 



 
 

• estat hettest à There is still problem (Gecikme koyup çözülecek gibi 
gözükmüyor)  

 

 
 
(imtest yapınca sorun yok ama hettest yapınca sorun varsa demek ki önemli bir 
değişkeni eklemeyi unutuyoruz) 
 
ARDL(7,0,2) à yapınca da problem olmadı, modeli küçültmeye devam 
edebiliriz 
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PANEL DATA ANALYSIS 
 
We have 2 types of data in econometrics  
 
1.Cross Sectional Data 
2.Time Series Data 
 
Cross Sectional Data à Time is fixed  
 
We have several individuals, firms (cross-sections) etc.

 
 



 
 

Time Series Data 
 
 Wrong: Do not use the data such as 2020, 2022, 2024… etc. 
 
What about finding values estimating for 2021, 2023? This is not a good idea.  
 

 
How can we find the missing value? 6500 ve 6300 arasında bir değer atanacak.  
 
If you estimate 6400 for income, the consumption peak will not match with the value.  
 
 
But this is a peak value, it will give you lower the t-value.  
 

• Panel Data: It has both time series and cross-sectional data dimension 
 
 
 

 

Suppose that this 
value is missing 



 
 

 
 

Basic Estimation Techniques in Panel Data 
 
First estimation contributions are as follows:  
 

1) Fixed Effects (still can be used) 
2) Random Effects (still can be used) 
3) Between Effects (not good) 
4) Pooled OLS (not good) 

 
STATA ADIMLARI: 
 

• webuse abdata 
 
Değişkenler:  
 
n log of the level of employment for firm 1 at time t  
w: log reel wage of firm i at time t 
k: log of capital stock for firm i at time t 
ys: sector output level for firm i at time t 
 
This is the data of afomsous paper of Arellano and Bond (1991)  
This is an unbalanced data 
 
Datanın balance ya da unbalanced olup olmadığını anlamak için “xtset” yazıyoruz. 
 

 
 

Böyle boşluklar 
olunca buna 
unbalanced panel 
diyoruz 

Turkey 
Germany 
France 

Here this is a prepared data 
for us. The required xtset 
command has been run. But 
I we have to create our own 
panel data; we need to run 
the “xtsat id year” 
command 



 
 

Eğer panel variable ve time variable otomatik gelmezse kendimiz atamak istersek  
 
xtset id year 
 
 
 
 
 
cross section           time 
  variable               variable  
 
 
 
Let us create our own panel data 
 

 
 



 
 

 
 
xtset unit year 
 

• To estimate the fixed model, we write as follows:  
• xtreg n w k ys, fe   à command for fixed effect model 

 
                                                              fixed effect 
 
                                               
                                               explanatory variables 
      Dependent variable 
 

 
 



 
 

• xtreg n w k ys, re   à command for random effect model 
 

 
 
Between Effects Estimator  
 

• xtreg n w k ys, re   à command for between effects model 
 

 
 

• xtreg n w k ys, re   à command for between effects model 
 
Pooled OLS (POLS estimator)  
 

• regress n w k ys   à command for pooled OLS model 



 
 

 

 
 

Heterogeneity Bias  
 
Normalde income arttığında consumption artar ancak her ülkenin consumption ve income 
level’ları farklı ve panel data bu ülkelerin consumption ve income’larını bir olarak görüp bir 
bağlantı çıkardığı için sanki income arttıkça consumption azalıyor tarzı bir sonuç çıkartıyor. 
Buna heterogeneity bias deniliyor.  
 

 
 
Fixed effect: Her ülkenin sabit teriminin farklılaşmasına izin veriyor. 
 
 

 



 
 

 
 
Random Effect:  
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Today we will learn how to merge several data files and create a unique panel data file 
 

 
 

Bu panel data 
olmuyor çünkü bir de 
sektör değişkeni var 
ve her ülke için aynı 
değil 



 
 

 
 
sort country sic4 
 

 
 

 
 



 
 

 
 

 

 
 

 
 

 
 



 
 

• xtset country year  
 

 
 

• xtreg output employment wages, fe 
 
xtregà regresyon yazmak için 
 

 
 

• xtreg output employment wages, re 

 

Eğer 0’a yakınsa fixed yerine random 
effect yapılması daha iyi 

H0: All intercepts are the 
same. (No need for different 
intercepts for countries.)  
 
Ha: different intercepts must 
exist  
 
 

<0.05 so reject the H0  
 
FE is good 
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Selecting Appropriate Model Form 

 
Random Effects or Fixed Effects 

 
 
Info: FE can always be used. FE estimator is always consistent. But we cannot say the 
opposite. RE cannot always be used. If the appropriate estimation method is FE but you use 
RE estimator, in this case RE estimation results will be inconsistent.  
 
Recall:  
 

 
 
Types of Panel Data 
 
T à Time Series Dimension 
N à Cross Sectional Dimension 
 
T > N à Long Panel (Macroeconomic studies)  
If T>20 and T>N, then we can carry out Panel Cointegration 
 
T>N à Short Panel (Microeconomic studies)  
 

• webuse abdata 
• xtreg n k w, fe  

 



 
 

 
 

è To test FE vs POLS, we check if the reported F stat is significant. Here, reported F 
stat is F(139, 888) = 123.02 Prob=0.00 < 0.05 à H0: All firms has the same B0 
(POLS), Ha: all firms has different B0 (FE) 

 
• xtreg n k w ys, re 

 
 

 
 



 
 

We can also estimate a two-way fixed effect model. In this case we also let the B0 change for 
each year not only for each firm. 
 
To carry out two-way fixed effect regression, we need to add a dummy variable for each 
years as follows:  
 

• xtreg n k w ys i.year, fe 

 
 

• testparm i.year 

 
 
 
Let us carry out the Hausman Test  
 
We need to estimate the model by both RE and FE estimators.  
 

Bu her yıl için 
ayrı bir 
dummy koy 
demek  

Bu dummy’lerin toplu 
olarak anlamlı olduğu 
testini yapmak için  

0.05’ten küçük, H0’ı 
reddediyoruz. Yani year 
dummies are jointly significant 
H0: Hepsi sıfır 
Yani Two way fixed effect 
(i.year diye yaptığımız) one way 
fixed effectten daha iyi  
  



 
 

• xtreg n k w ys, fe 
 

 
 

• estimates store sabit 
 
 
 
 
 
 

• xtreg n k w ys, re 

 
 

Son bulduğum estimate 
sonuçlarını hafızanda tut 
anlamına geliyor 
 
Sabit ismini biz verdik, başka 
isim de verilebilir 
  



 
 

• estimates store rassal  
• hausman sabit rassal  

 
 

 
 
H0: Random Effects (RE)  
Ha: Fixed Effects (FE)  
 
Prob: 0.00 <0.05 à Reject the null hypothesis à You reject Random Effect Estimator  
 
You must not use Random Effects 
 

• xtreg n k ys i.year, re 

 

Önce fixed effect 
estimator’ın yazılması 
gerekiyor. Tersten 
yazılırsa test yanlış çıkar 
  



 
 

Let us carry Hausman test for the model with time dummies 
 

• xtreg n k w ys i.year, fe 
 

 
 

• estimates store sabit_dum 
• xtreg n k ys i.year, re 
• estimates store rassal_dum 
• hausman sabit_dum rassal_dum  



 
 

 
 
Again, FE is pointed out by Hausman test. RE must not be used. The best choice here seems 
to use a two-way fixed effect model estimation 
 
Cross Sectional Dependence: Yatay kesitler arası otokorelasyon  
 
Korelasyon çıkınca da RE ve FE çöp oluyor. Cross Sectional Dependence çıkıyorsa, buna 
dikkat edilerek tahmin yapılması gerekiyor.  
 
The usual RE and FE estimators that we did up to now are implicitly assuming that there is 
no cross-sectional dependence. 
 
If any CD is detected, the RE and FE estimators must be run with Driscoll Kraay standard 
error (They are robust to CD problem.)  
 

• ssc install xtcsd 
 

Let us test if there is CD problem in usual FE estimation.  
 

• xtreg n k w ys, fe 
 
 

• xtcsd, pesaran abs 



 
 

 
 
H0: No CD 
 
HA: There is CD 
 
We must use Driscoll Krayy standard error to solve the CD problem in FE estimation (This 
option is only available in Stata)  
 

• ssc install xtscc  
• xtscc n k w ys, fe 

 

 
 
These values can be used. Let us also test if there is CD problem in RE estimation. 
 

• xtreg n k w ys, re 

0.00 <0.05  
Reject the H0 
There is CD 



 
 

 
 

• xtcsd, pesaran abs 

 
 

• xtscc n k w ys, re 
 

 
 

• estimates store rassal_dk  
• xtscc n k w ys, fe 
• estimates store sabit_dk  
• hausman sabit_dk rassal_dk 

0.00 <0.05  
Reject the H0 

There is CD 



 
 

 
 

 

 
 
Prob = 0.0104 < 0.05 
 
We reject the null hypothesis  
H0: RE so FE must be used.  
 
If we do not use Driscoll Kraay standard errors, we can also use another alternative. But 
firstly, I advise you to use Driscoll Kraay since this option allows us still using the RE 
estimation if it is necessary.  
 
The other two option to solve the CD, AC, HC problems are  
 

1. Panel GLS estimator  
2. PCSE panel estimation 

 
Both are using POLS if we add manually cross-sectional dummies, we can get their FE 
similar versions. But we cannot estimate them with RE forms.  
 
Warning: Driscoll Kraay standard error is not only solving the CD problem but also it solves 
the AC and HC problems.  
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Random effects ve pooled OLS arasında seçim yapmak gerekiyorsa:  
 
ssc install xttest0 
 

• webuse abddata 
• xtreg n w k ys, re 



 
 

 

 
• xttest0 

 

 
 
H0 : POLS 
HA : Random Effect estimator 
 
Prob < 0.05 --> Reject null hypothesis 
POLS is rejected  
Random effect is better 
 
There is also xttest1 version which handles unbalanced panels as long as there are no gaps in 
the series.  
 
ssc install xttest1 
 

• xttest1 
 



 
 

 
 
H0: POLS 
Ha: Random Effect estimator 
 
Prob < 0.05 --> Reject null hypothesis 
POLS is rejected 
Random effect is better 
 
Wooldridge AC Test (It is mainly designed for POLS, do not use it after RE and FE) 
 
findit xtserial 
 

 
 



 
 

 
 

• webuse abdata 
• xtserial n w k ys  (sonuna ,output yazarsak regresyonu da veriyor) 

 

 
 
H0: no autocorrelation  
 
Prob < 0.05 --> Reject null hypothesis 
 
There is autocorrelation 
 
AC Test for Random Effect 
 

• xtreg n w k ys, re 
• xttest1 

 
Bu sefer üstteki ilk ikiye değil alttaki ikiye bakıyoruz 
 
 

 



 
 

H0: no autocorrelation 
Prob < 0.05 --> Reject null hypothesis 
 
AC Test for Fixed Effect 
 

• findit st0514 

 
 

 
 

 

Heteroscedasticity varsa 
bunu yap 
 



 
 

• xtreg n w k ys, fe 
• predict artik_fe if e(sample), residual 
• xtqptest artik_fe, lags(2) 

 

 
 
There is AR(2) type autocorrelation 

 
Heteroscedasticity robust HR-test  
 

• xthrtest artik_fe 
 

 
There is no autocorrelation  
 
It is a sign that there are harmful effects of heteroscedasticity problems (çünkü sonucu çok 
değiştirdi, normalde AC yokmuş, HC varmış. HC olduğu için test sonuçları zarar görmüş) 
 
 

• xtistest artik_fe 
 

 



 
 

 
Poi-Wiggins HC Test 
 

• webuse abdata  
• xtgls n w k ys, panels(heterosk) igls  
• estimates store hetero  
• xtgls n w k ys, igls  
• estimates store homosk  
• local df = e(N_g) - 1  
• lrtest hetero homosk , df(`df') 

 

 
H0: no heteroscedasticity  
Prob < 0.05 --> Reject null hypothesis 
 
There is heteroscedasticity. 
 
Leven-Brown-Forsythe  
 

• webuse grunfeld  
• xtreg mvalue invest kstock, re  
• predict artik_re, e 
• robvar artik_re, by(company) 

 

 
 



 
 

If any of them is less than 0.05 --> reject null hypothesis  
 
Hence, there is HC.  
 
Groupwise HC Test for FE (xttest3)  
 

• ssc install xttest3 
• xttest3 

 
 
Reject null hypothesis  
 
There is HC.  
 
 
Cross Sectional Dependence Test (CD) 
 

• ssc install xtcsd 
• xtreg invest mvalue kstock, fe  
• xtcsd, pesaran abs 

 
(Run only after FE)  
 

 
 
H0 : No Cross-Sectional Dependence  
 
Prob <0.05  
 
Reject null hypothesis 
There is cross sectional dependence 
 
For any variable (including residuals) to test CD,we can use xtcd 
 

• ssc install xtcd 
• xtcd artik_fe 



 
 

 

 
 
Bu testi random effects için de kullanabiliriz 
 
 

• xtreg mvalue invest kstock, re 
• predict, artik_re, ue 
• xtcd artik_re 

 

 
 



 
 

   
 

 
 
Panel GLS (xtgls)  
 
T N’den ne kadar fazla ise o kadar iyi çalışır.  
 

• xtgls mvalue invest kstock, panels(iid) corr(psar1) à no HC, no CD, AC var  
 
AC varsa bunu kullanıyoruz 
 
 

 
 
Here, xtgls and xtpcse are estimating POLS models. We can convert this equation into a FE 
sense by adding dummy variables for cross sections.  



 
 

Cross sectional’ın boyutunu görmek için:  
 

• xtset 

 
• xtgls mvalue invest kstock i.company, panels(corr) corr(psar1) 

 
 
 
 
 
Bu sayede fixed effect haline getirdik 
 

 
 
Panel GLS estimation corrected for AR(1) type AC problem in a FE model framework  

Dummy variable yaptık 



 
 

We cannot manually run RE within panel GLS command. 
 

 
 

 
 
POLS corrected for HC and AC problems.  
 
To run a FE type regression with these corrections.  
 

• xtgls mvalue invest kstock i.company, panels(het) corr(psar1) 



 
 

 
 
Hepsinin correct edilmiş hali için:  
 
xtgls mvalue invest kstock, panels(corr) corr(psar1)  
 
 
 



 
 

 
 
Fixed effect yapmak istiyorsak: 
 
xtgls mvalue invest kstock i.company, panels(corr) corr(psar1)  
 
xtpcse mvalue invest kstock, correlation(psar1) nmk 

 



 
 

Fixed effect yapmak için:  
xtpcse mvalue invest kstock i.company, correlation(psar1) nmk 
 

 
 
HC ve CD var kabul ediyor.  


